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ABSTRACT
Online reviews allow consumers to provide detailed feedback on
various aspects of items. Existing methods utilize these aspects
to model users’ fine-grained preferences for specific item features
through graph neural networks. We argue that the performance
of items on different aspects is important for making precise rec-
ommendations, which has not been taken into account by exist-
ing approaches, due to lack of data. In this paper, we propose an
aspect performance-aware hypergraph neural network (APH) for
the review-based recommendation, which learns the performance
of items from the conflicting sentiment polarity of user reviews.
Specifically, APH comprehensivelymodels the relationships among
users, items, aspects, and sentiment polarity by systematically con-
structing an aspect hypergraph based on user reviews. In addition,
APH aggregates aspects representing users and items by employ-
ing an aspect performance-aware hypergraph aggregationmethod.
It aggregates the sentiment polarities frommultiple users by jointly
considering user preferences and the semantics of their sentiments,
determining the weights of sentiment polarities to infer the per-
formance of items on various aspects. Such performances are then
used as weights to aggregate neighboring aspects. Experiments on
six real-world datasets demonstrate that APH improves MSE, Pre-
cision@5, and Recall@5 by an average of 2.30%, 4.89%, and 1.60%
over the best baseline. The source code and data are available at
https://github.com/dianziliu/APH.
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1 INTRODUCTION
Recommender systems have been extensively integrated into web
services to enhance user experiences. Users are encouraged to share
their feelings through ratings and reviews. Reviews contain users’
opinions or sentiments about special aspects, where an aspect is
a word or phrase describing a property of items and explicitly de-
scribing the characteristics of the items the user cares about [11,
20]. For example, in the sentence that “Amazing sound and qual-
ity, all in one headset”, “sound” and “quality” are two aspects. As a
type of important user-generated content, reviews can help recom-
mender systems understand user preferences and item features [5,
21, 25, 35].

Existing methods detect aspects in user reviews and leverage
them to model users’ fine-grained preferences to specific item fea-
tures by graph neural networks. For example, the APREmodel [20]
identifies the importance of aspects by considering the similarity
between the aspects and their content features in reviews. MA-
GNNs [41] constructs multiple aspect-aware user-item graphs and
utilizes a routing-based fusion mechanism to allocate weights to
different aspects. RGNN [26] regards aspects and sentiments as
nodes and builds a subgraph for each user and item. It employs
a type-aware graph attention mechanism that aggregates the con-
text information from neighboring nodes to learn the node embed-
dings. A personalized graph pooling operator is proposed to learn
the semantic representation for each user/item from the graph.

It is noteworthy that when users select items, they tend to pri-
oritize item performances on various aspects. However, not all
the performances can be directly obtained. This results in existing
methods only considering user preferences in aspects reflected in
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Figure 1: Hypergraph vs. simple graph. There are three reviews written by three users for one headphone. Based on these
reviews, we extract five relationships that record the users’ sentiment polarity towards various aspects of the item. Formally,
an vertex set is V = {𝑢1, 𝑢2, 𝑢3, 𝑖, 𝑎1, 𝑎2, 𝑎3, 𝑃𝑜𝑠, 𝑁𝑒𝑔} and a relationship set is E = {𝑒1, 𝑒2, 𝑒3, 𝑒4, 𝑒5}. In the simple graph, two ver-
tices are joined together by an edge if they commonly exist in any relationship. This graph cannot tell us much information,
like whether a user has a positive sentiment for what. In the hypergraph, each hyperedge 𝑒𝑛 connects four vertices, and can
completely illustrate one extracted relationship.

the reviews when calculating the importance of aspects, without
considering the actual performance of items in those aspects, lead-
ing to suboptimal results. We plan to extract and learn the perfor-
mance of items on different aspects from user reviews.The reviews
encompass users’ opinions on a specific aspect of an item, and sen-
timent polarities in these opinions partially reflect the item’s per-
formance in that aspect. Nevertheless, there are conflicts in the
sentiment polarities expressed by different users, which makes it
challenging to accurately extract the item’s performance in a given
aspect from the reviews.

In reality, the conflicting sentiment polarities arise from the
users’ preferences in both aspects and sentiments. Therefore, to
identify the true relationship between items and aspects, it is es-
sential to consider user preferences when aggregating sentiment
polarities. For example, users with light tastes think a dessert has
just the right amount of sweetness, while for a dessert lover, it’s
too light. Combining the feedback from multiple users and their
preferences, we can assume that this dessert is on the low side of
sweetness.

In this paper, we propose an aspect performance-aware hyper-
graph neural network (APH) for the review-based recommenda-
tion, which learns the performance of items from the conflicting
sentiment polarity of user reviews. Specifically, we first extract as-
pects and sentiment polarities from reviews to systematically con-
struct an aspect-based hypergraph. Since the representation power
of simple graphs is limited and cannot express the relationships
between users, items, aspects, and sentiment polarities, we choose
hypergraphs with stronger representation ability to model the re-
lationships [8]. Figure 1 compares the representation abilities of
these two types of graphs.Then, we design an aspect performance-
aware hypergraph aggregation method that aggregates conflicting
sentiment polarities to learn the performances of items on differ-
ent aspects and treats them as weights in aggregating aspect nodes
to represent the item. The sentiment polarity contained in the re-
views is somewhat subjective due to user preferences, leading to
conflicting sentiment polarities between different users. To accu-
rately learn the performance of an item on an aspect, we aggregate

multiple hyperedges related to the item and the aspect, and then
assign weights to each aspect based on the performance using the
attention mechanism. Furthermore, users may decide whether to
buy an item because of its extreme performance on an aspect or
the item’s overall performance. Thus, to model the role of aspects
in a user-item interaction, an aspect fusion layer aggregates the
first-order aspect nodes of users and the items, respectively, to ob-
tain the final vector representations used for prediction. Finally, a
factorization machine (FM) is used to predict.

The main contributions of this paper are as follows:

• We propose an aspect performance-aware hypergraph neu-
ral network (APH) for the review-based recommendation,
which both considers user preference for aspects and the
performances of items in those aspects.
• We propose an aspect performance-aware hypergraph ag-
gregation method that learns the performances of items on
different aspects from conflicting emotional polarities.
• Experiments on six real-world datasets demonstrate that APH
improves MSE, Precision@5, and Recall@5 by an average of
2.30%, 4.89%, and 1.60% over the best baseline.

2 RELATEDWORK
In this section, we review rating prediction tasks in recommender
systems and review-based recommendation methods. At the same
time, we also discuss aspect extraction methods and graph neural
networks, which are related to our methods.

2.1 Rating Prediction
Rating prediction is one of the most critical tasks for recommender
systems and is widely known to researchers by Netflix Prize com-
petition [17]. Slight performance enhancements of predictions could
significantly improve the recommendations [2, 16]. Matrix factor-
ization (MF) is a successful and recognized latent factor model that
attracts much attention. The variations of MF includes PMF [28],
SVD [17], FM [27], etc. With the great success of deep learning in
many fields, researchers tend to apply deep learning techniques
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to enhance the performance of rating prediction tasks, such as
NCF [12].

By the restrictions of rating sparsity, researchers employ ad-
ditional information to enhance the prediction, such as user re-
views [26, 35]. User reviews have a strong intrinsic correlation
with user interests as they express their views on items through
words. Analyzing the information in user reviews can provide in-
sight into their logic and perception. Numerous studies have at-
tempted to enhance the prediction performance of the rating pre-
diction approaches by employing additional information from re-
view texts [26, 35].

2.2 Review-based Recommendation
Many review-based models are proposed to improve the perfor-
mance of rating prediction.These methods can be divided into two
categories. The first category focuses on modeling the latent fea-
tures in reviews. The second category models the interactions be-
tween users and items with review-based representation.

In this first category, some methods use natural language pro-
cess (NLP) techniques to extract high-level features [35, 36]. Con-
vMF [15] and DeepCoNN [42] use CNN to extract local semantics.
CARL [38], DAML [21] employs the local and mutual attention
of CNN to learn features from reviews, and then integrates them
with the latent factor model for rating prediction. TAERT [10] uses
three attention networks to model different features, i.e., word con-
tribution, review usefulness, and latent factors. RGNN [26] builds
a review graph for each user where nodes are words and edges
are word orders. Besides, some methods focus on fine-grained fea-
tures, including explicit and implicit aspects [9, 20]. ANR [6] learns
aspect-based representations for the user and item by an attention-
based module. Moreover, the co-attention mechanism is applied
to the user and item importance at the aspect level. CAPR [19]
and ARPM [18] perform aspect and sentiment analysis on textual
reviews and then establish users’ and items’ preference feature
vectors. APRE [20] uses dependency parsing to extract explicit as-
pects and CNN to model user preferences based on them. In some
literature, implicit aspects-based methods are regarded as high-
level features-based methods [9]. MRCP [22] extracts word-level,
review-level, and aspect-level features to represent users and items
via a three-tier attention network. SENGR [31] is a sentiment-enhanced
neural graph method that incorporates the information derived
from textual reviews and bipartite graphs.

The second category models the interactions between users and
itemswith review-based representation. D-attn [29] uses dual local
and global attention to model word-level and review-level features.
As global attention is applied to both the user side and the item side,
it learns the interaction features between the two sides. Then the
resultant factors are used for rating prediction, similar to matrix
factorization. NARRE [3] filters useless reviews by using the vec-
tor representing each user and item as a part of attention scores.
HTI [37] captures interactions based on reviews by mutually prop-
agating textual features. Further, rather than representing users
and items with static latent features, HTI dynamically identifies in-
formative textual features at both word and review levels for each
specific user-item pair. NRCA [23] points out two main paradigms
of reviews, i.e., the document level and the review level. It uses

a cross-attention mechanism to aggregate the informative words
and reviews and represent users. DSRLN [25] extracts static and
dynamic user interests by stacking attention layers that deal with
sequence features and attention encoding layers that deal with of
user-item interaction. Similar to Transformers [14], DSRLN adds
temporal dependencies on sequence features.

2.3 Aspect Extraction and Sentiment Analysis
The Aspect extraction and sentiment Analysis task aims to extract
aspect term, opinion term, and their associated sentiment. Existing
methods are divided into two categories, supervised methods [4,
40], and unsupervised methods [7, 24]. Manually annotating data
for training, which requires the hard labor of experts, is only fea-
sible on small datasets in particular domains such as Laptop and
Restaurant, which leads to supervised methods unsuited to our sit-
uation. Thus, we mainly focus on unsupervised methods. Hu and
Liu [13] extracted the nouns/noun phrases from sentences, and
such nouns/noun phrases were labeled as aspects. Once all aspects
were selected, the nearest adjectives were extracted as potential
opinion words. Some methods tend to identify the dependency of
each word and design some rules to extract aspects [7, 24, 30]. Con-
sidering the impact of extracting aspect sentiment pairs on rec-
ommendation performance, we have chosen an unsupervised ap-
proach for extraction.

2.4 Graph Neural Networks in
Recommendation

Graph neural networks (GNNs) extend deep learning techniques
to process the graph data, and they are widely used in various
fields [39]. Here we primarily focus on discussing GNN techniques
used in reviews-based recommendation methods.

There are two main paradigms. One paradigm is the document-
level that introduces features of reviews into a user-item graph.
RGCL [33] constructs a review-aware user-item graph, where each
edge feature is composed of both the user-item rating and the cor-
responding review semantic features. The feature-enhanced edges
can help learn each neighbor node weight attentively for user and
item representation learning.The other paradigm isword-level, i.e.,
regard words in reviews as graph nodes and then aggregates them
to represent users/items. These methods mainly use graph atten-
tion networks to represent nodes by aggregating their neighbor
nodes[1, 34]. The attention mechanism determines the weights of
neighbor nodes. Li et al. [20] identify the importance of aspects
by attention mechanism that regards the content features of as-
pects in reviews as the query to calculate the weights. The Dual-
GCN model [32] regards aspects and sentiments as nodes in as-
pect graphs and adopts sum pooling to represent users and items.
RGNN [26] builds a review graph for each user where nodes are
words, and edges are word orders. It uses a type-aware method,
which regards the combination of the type of edges and neighbor
nodes as keys in the attention mechanism, to aggregate the infor-
mation of neighboringwords effectively.TheMA-GNNsmodel [41]
predefines four aspects and constructs multiple aspect-aware user-
item graphs, regarding the aspect-based sentiment as the edge. It
utilizes a routing-based fusion mechanism to allocate weights to
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different aspects, realizing the dynamic fusion of aspect prefer-
ences.

3 PRELIMINARIES
The hypergraph is a generalization of the graph [8]. Different from
the graph, an edge in the hypergraph, called hyperedge, is a subset
of all vertices in the hypergraph. A hypergraph is defined as G =
(V, E, 𝜙), which includes vertex set V , a hyperedge set E, and a
node type mapping function 𝜙 : V → T . Here T denotes the
sets of predefined node types. A hypergraph G can be described
by an |V| · |E | incidence matrix H, whose entries are defined as

H(𝑣, 𝑒) =
{

1 𝑖 𝑓 𝑣 ∈ 𝑒
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

.

4 METHOD
Tomodel user preferences for aspects and the performance of items
in these aspects, APH extracts aspect-sentiment pairs from reviews.
The overview of APH is shown in Figure 2. Specifically, APH has
four steps for recommendation predictions: aspect hypergraph con-
struction, aspect performance-aware hypergraph aggregation, as-
pect fusion, and prediction. The aspect hypergraph construction
extracts aspect-sentiment pairs from reviews and then constructs
the graph. Considering the user preference for aspects and the per-
formance of items in those aspects, an aspect performance-aware
hypergraph aggregation layer is designed to learn the aspectweights
based on user sentiments. To learn more about the role of aspects
in user-item interactions, we design the aspect fusion layer that
aggregates neighboring aspects of users/items to represent users
and items. The prediction layer fuses users and items to make pre-
dictions.

4.1 Aspect Hypergraph Construction
We aim to extract the explicit aspect, a word or phrase that de-
scribes the property of items [11, 20]. Through explicit aspects,
recommender systems learn the fine-grained preferences that de-
scribe the special properties of items that users are interested in.
Most existing supervised methods are trained based on Laptop and
Restaurant datasets, which cannot fully meet our scenarios. Thus,
we utilize a rule-based unsupervised method to extract aspects and
sentiments from reviews [20].

The rule-based unsupervisedmethod considers three dependency
relations1 sequentially used to extract candidate aspect-sentiment
pairs, including amod, nsubj+acomp, and dobj. Table 1 summarizes
how to extract aspects and sentiments based on dependency rela-
tions. On the one hand, some nouns directly describe the properties
of items. They are considered potential aspects and are modified
by adjectives with two types of dependency relations, amod and
nsubj+acomp.The pairs of nouns and themodifying adjectives com-
pose the AS-pair candidates. For instance, in the sentence “Amaz-
ing sound and quality, all in one headset”, the nouns “sound” and
“quality” are two aspects of an item, and the user thinks the item
in these aspects are amazing, which is a positive sentiment. On the
other hand, the predicate and the object in a sentence describe the
function of items.Thus, the combinations of predicates and objects
are considered potential aspects by dobj dependency relation. In a
1We use spaCy(https://spacy.io) to extract the syntactic relations between the words.

Table 1: Extracting aspects based on dependency relations
No. Dependency relations Aspect Sentiment
1 Adj. (x)← amod − Noun (y) y x
2 Noun (x)←nsubj− Linking Verb (y) − x z− acomp→ Adj. (z)
3 Verb (x) − dobj→ Noun (y) (x,y) x

combination, the predicate is regarded as the sentiment as it is usu-
allywith users’ emotions and thewhole combination is regarded as
the aspect. For example, in the sentence “If you’re recording vocals
this will eliminate the pops”, the verb “eliminate” and noun “pops”
construct a dobj relation. From this sentence, we know that the
mentioned device is used to filter pops, and the word “eliminate”
includes the user’s emotions. Finally, to simplify the complexity of
modeling, we use a sentiment analysis tool to judge the sentiment
polarity of sentiment words [7]. Three kinds of positive emotions,
neutral emotions, and negative emotions were extracted from sen-
timent words 2. For more details please refer to the Appendix.

By the aspect-sentiment extraction method, we extract aspect-
sentiment pairs for each review. After adding the context of users
and items, we obtain quadruples.The form of a quadruple is (𝑢, 𝑖, 𝑎, 𝑠),
where 𝑢 is a user, 𝑖 is an item, 𝑎 is an aspect, 𝑠 is the sentiment
polarity. Since hypergraphs have stronger expressive power than
simple graphs, we construct hypergraphs based on quadruple [43].
Figure 1 compares the expressive power of hypergraphs and simple
graphs. In our graph, the set of predefined node types, T , contains
four types, i.e., user U, item I, aspect A, and sentiment polarity
S. Each hyperedge contains a user, an item, an aspect, and a senti-
ment polarity that is the same as the quadruple.

4.2 Aspect Performance-aware Hypergraph
Aggregation

Formally,A𝑖 is the aspect set associated with item 𝑖 . Existingmeth-
ods [20, 32, 41] aggregate aspects to represent items, is as follows:

x𝑖 = 𝑓 (A𝑖 )

=
∑
𝑎∈A𝑖

𝑤 (x𝑎) · x𝑎, (1)

where𝑤 (𝑥) is a weight function and is usually a softmax function,
x𝑎 is the embedding vector of the aspect 𝑎. However, Equation (1)
overlooks the user’s demands for aspects and the performance of
items in these aspects. It should be re-write as

x𝑖 = 𝑓 (A𝑖 )

=
∑
𝑎∈A𝑖

𝑤 (x𝑎, 𝑝𝑖 (𝑎)) · x𝑎, (2)

where 𝑝𝑖 (𝑎) is a performance metric function to denote the perfor-
mance of item 𝑖 on the aspect 𝑎.

Learning the performance metric function 𝑞 is challenging in
practical situations. We lack data about the performance of items
on various aspects but have a lot of conflicting user sentiments
about them. Users’ sentiment not only indicates that they care
about certain aspects but also reflects whether the performance
of the items aligns with their needs in this aspect. However, sen-
timent polarities expressed by different users are conflicting. The
2We use the Opinion Lexicon, which is available at https://www.cs.uic.edu/~lzhang3/
programs/OpinionLexicon.html.

https://spacy.io
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Figure 2: Framework of APH. It first extracts aspects and user sentiments from reviews to construct a hypergraph. Then, to
learn the true relationship between an item and an aspect from conflicting user sentiments, APH considers user preferences
to identify the weight of their sentiments. Likewise, we use a similar way to calculate the aspect-based user representations.
Finally, APH fuses items, neighbor aspect nodes, and their ID embeddings to make predictions.

subjective feelings encompassed in user sentiments may not accu-
rately describe the relationships between different aspects of items.
Therefore, the method should consider user preferences in the ag-
gregation process to identify the true relationships between items
and aspects. U𝑖 is the user set that rated the item 𝑖 , and S𝑖 is the
sequence list of users’ sentiments on aspects. Our aggregation rep-
resentation of an item is:

x𝑖 = 𝑓 (A𝑖 , 𝑞𝑖 (S𝑖 ,U𝑖 ))

=
∑
𝑎∈A𝑖

∑
𝑢,𝑠∈U𝑖 ,S𝑖

𝑤 (x𝑎, 𝑞𝑖 (x𝑢 , x𝑠 )) · x𝑎, (3)

where the function𝑞 is used to acquire the aspect performancemet-
ric function from user preferences and sentiments. It aggregates
the sentiment polarities of multiple users by jointly considering
their preferences and the semantic meaning, thereby determining
the weights of the sentiment polarities.

We extend the aforementioned approach to the hypergraph we
have constructed. E𝑖 is the set of hyperedges that connected with
an item 𝑖 , and E𝑖,𝑎 it the subset with an aspect 𝑎. For each hyper-
edge 𝑒 ∈ E𝑖,𝑎 , its weight is:

𝑤 (𝑒) = 𝑤 (𝑢, 𝑖, 𝑎, 𝑠)

=
𝑒𝑥𝑝 [𝜋 (x𝑖 , 𝑞𝑖 (x𝑢 , x𝑠 ), x𝑎)]∑

𝑒′∈E𝑖 𝑒𝑥𝑝 [𝜋 (x𝑖 , 𝑞𝑖 (x𝑢′ , x𝑠′ ), x𝑎)]
,

(4)

where x𝑢 , x𝑖 , x𝑎, x𝑠 ∈ R1×𝑑1 are the input embeddings of nodes.
Note that the calculation range of the softmax function is E𝑖 in-
stead of E𝑖,𝑎 . The former can obtain the weight of each edge ac-
cording to the performance difference of different aspects, while
the latter makes the weight of each aspect equal to 1 after aggre-
gating the edges related to the aspect.

Considering the nonlinear relationship between sentiment fea-
tures and user preferences, we use MLP as the implementation of
the function 𝑞𝑖 . The result is denoted as x𝑞 ∈ R1×𝑑1 and is follow-
ing:

x𝑞 = 𝑞𝑖 (x𝑢 , x𝑠 ) = 𝑀𝐿𝑃 (x𝑢 , x𝑠 ), (5)
𝜋 (x𝑖 , x𝑞, x𝑎) is implemented by the following relational attention
mechanism:

𝜋 (x𝑖 , x𝑞, x𝑎) = 𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝑙𝑢 [(x𝑖W1)(x𝑞W2 + x𝑎W3)] (6)

W1,W2,W3 ∈ R𝑑1×𝑑2 are three different weight matrices used
for the linear transformations of the node edge embedding, and
𝑑2 denotes the dimension of the hidden space of the graph repre-
sentation learning layers. Finally, we aggregate all aspects in E𝑖 to
represent the item 𝑖 , as following

x̂𝑖 =
∑
E𝑖,𝑎∈E𝑖

∑
𝑒∈E𝑖,𝑎

𝑤 (𝑒)x𝑎W4, (7)

where W4 ∈ R𝑑1×𝑑2 denotes the transform matrix. Likewise, we
use a similar way to calculate the aggregation representation x̂𝑢 of
a user 𝑢.

4.3 Aspect Fusion
Users may decide whether to buy an item because of its extreme
performance in an aspect or the item’s overall performance. To
learn more about the role of aspects in user-item interactions, we
have designed the aspect fusion layer that aggregates neighboring
aspects of users/items to represent users and items. For an item
𝑖 , their aspect neighbors A𝑖 ’s feature matrix is denoted as X𝑖 ∈
R |A𝑖 |×𝑑2 . The rows in X𝑖 is ranked under Equation (6). We use the
max-pooling and MLP to generate a representation as follows,

ĝ𝑖 =𝑚𝑎𝑥𝑑2𝑡=1X𝑖 (:, 𝑡), (8)

g𝑖 = 𝑅𝑒𝐿𝑈 (ĝ𝑖W6 + 𝑏6), (9)

where 𝑡 is a hyperparameter that determines the number of aspects
that are aggregated, W6 ∈ R𝑑2×𝑑2 and 𝑏6 ∈ R1×𝑑2 the weight
matrix and bias vector. Then, we concatenate the non-linear trans-
form of the item embedding x𝑖 ∈ R1×𝑑1 after a MLP layer and
the representation of sentiment-aware aggregation to generate the
aspect-aware representation of the item 𝑖 y𝑖 as follows,

m𝑖 = 𝑅𝑒𝐿𝑈 (x̂𝑖 W7 + 𝑏7), (10)

y𝑖 = m𝑖 ⊕ g𝑖 , (11)

where ⊕ is the concatenating operation, W7 ∈ R𝑑1×𝑑2 and 𝑏7 ∈
R1×𝑑2 are the weight matrix and bias vector. Similarly, we can get
the semantic representation of a user 𝑢 as y𝑢 .
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4.4 Prediction
An FM layer is used to predict final scores [27]. It considers the
higher-order interactions between the user and item fine-grained
features. Specifically, we first concatenate the user and item rep-
resentations as z = y𝑢 ⊕ y𝑖 , and the prediction 𝑟𝑢𝑖 is defined as
follows

𝑟𝑢𝑖 = 𝑏0 + 𝑏𝑢 + 𝑏𝑖 + z w𝑇 +
𝑑 ′∑
𝑖=1

𝑑 ′∑
𝑗=𝑖+1

< v𝑖 , v𝑗 > z𝑖 z𝑗 , (12)

where 𝑏0, 𝑏𝑢 , and 𝑏𝑖 are the global bias, user bias, and item bias,
respectively. w ∈ R1×𝑑 ′ is the coefficient vector, and 𝑑′ = 4 × 𝑑2.
v𝑖 , v𝑗 ∈ R1×𝑑

′ are the latent factors associated with 𝑖-th and 𝑗-th
dimension of z. 𝑧𝑖 is the value of the 𝑖-th dimension of z. Themodel
parameters Φ of APH can be learned by solving the following op-
timization problem,

L = min
1
|𝐷 |

∑
𝑢,𝑖∈𝐷

(𝑟𝑢𝑖 − 𝑟𝑢𝑖 )2 + 𝜆 | |Φ| |2𝐹 , (13)

where 𝜆 is the regularization parameter, and 𝐷 denotes the set of
user-item pairs used to update the model parameters.

4.5 Time complexity
APH mainly has three parts, hypergraph aggregation (HA), aspect
fusion (AF), and FM for prediction. For each prediction, the time
complexity of HA is O𝐻𝐴 (|E𝑖 |𝑑3), where |E𝑖 | is the number of hy-
peredges item 𝑖 connected, that of AF is O𝐴𝐹 (𝑑2), and that of FM is
O𝐴𝐹 (𝑑2). Summary, the time complexity of APH is O(|E𝑖 |𝑑3) for
each user-item pair.

5 EXPERIMENT
In this section, we do a series of experiments to identify the per-
formance of our method. We describe our experimental setup and
show comparison results with different baselines. We further use
an ablation study to identify the effect of each part in APH. Finally,
we analyze the extracted aspects. For more experiments, such as
hyperparameter analysis, please refer to the Appendix.

5.1 Dataset
The experiments are performed on the Amazon review and Yelp
datasets, which have been widely used for recommendation re-
search [21, 26]. For the Amazon review dataset, we choose the fol-
lowing 5-core review subsets for evaluation: Musical Instruments,
Office Products, Toys and Games, Video Games, and Beauty (re-
spectively denoted byMusic, Office, Toys, Games, and Beauty). For
the Yelp dataset, we only keep the users and items that have at
least 10 reviews for experiments. Table 2 summarizes the details
of these experimental datasets. We discuss the extract aspects in
section 5.6.

5.2 Baselines
We compare APH with three types of baselines. Traditional rating-
based methods include:PMF [28], SVD++ [17]. Review-based meth-
ods include: CDL [36], DeepCoNN [42], NARRE [3], ANR [6], CARL [38],
DAML [21], andDSRLN [25]. Aspect-basedmethods include: NRCA [23],

Table 2: The statistics of the experimental datasets.
Dataset #Users #Items #Ratings/Reviews #Density
Music 1,429 900 10,261 0.80%
Office 4,905 2,420 53,228 0.45%
Toys 19,412 11,924 167,597 0.07%
Games 24,303 10,672 231,577 0.09%
Beauty 22,363 12,101 198,502 0.07%
Yelp 26,084 65,786 3,519,533 0.04%

Table 3: The performances of different recommendation
methods evaluated byMSE.The best results are in bold faces
and the second-best results are underlined. * indicates that
the standard deviation of the results of the five times is
smaller than 0.001.
Dataset Music Office Toys Games Beauty Yelp
PMF 1.8783 0.9635 1.6091 1.5260 2.7077 1.4217
SVD++ 0.7952 0.7213 0.8276 1.2081 1.2129 1.2973
CDL 1.2987 0.8763 1.2479 1.6002 1.7726 1.4042
DCN 0.7909 0.7315 0.8073 1.1234 1.2210 1.2719
NARRE 0.7688 0.7266 0.7912 1.1120 1.1997 1.2675
CARL 0.7632 0.7193 0.8248 1.1308 1.2250 1.3199
DAML 0.7401 0.7164 0.7909 1.1086 1.2175 1.2700
NRCA 0.7658 0.7343 0.8100 1.1259 1.2034 1.2721
DSRLN 0.7538 0.7131 0.8141 1.1205 1.1951 1.1655
ANR 0.7825 0.7237 0.7974 1.1038 1.2021 1.2708
RGNN 0.7319 0.7125 0.7786 1.0996 1.1885 1.2645
APH 0.6795* 0.6884* 0.7859* 1.0829 1.1757* 1.1467*

MA-GNNs [41], and RGNN [26]. These methods have been dis-
cussed in Section 2. As MA-GNNs is trained by pairwise loss, we
only compared it with NDCG.

5.3 Setup
For each dataset, we randomly choose 20% of the user-item review
pairs (denoted by 𝐷𝑡𝑒𝑠𝑡 ) for evaluating the model performance in
the testing phase, and the remaining 80% of the review pairs (de-
noted by 𝐷𝑡𝑟𝑎𝑖𝑛) are used in the training phase.

In recommender systems, there are two common tasks: rating
prediction and click-through rate prediction. Thus, to evaluate the
performance of our method in the rating prediction task, we apply
the typically used Mean Square Error (MSE) and Normalized Dis-
counted Cumulative Gain (NDCG), which has been widely used in
previous studies [26, 38, 42]; we use Precision(Pre) and Recall(Rec)
for click-through rate prediction to evaluate the Top-K performance.

5.4 Performance Comparison
5.4.1 Model performance on rating prediction task. The MSE and
NDCG results of the performance comparison are shown in Ta-
ble 3 and Table 4, respectively. We mark the best results in bold
faces and the second-best results are underlined. APH achieves
the best results compared with other baselines in five datasets and
the second-best results in the remaining one. On average, APH
improves MSE by 2.30% compared to the best baseline. Neverthe-
less, our approach has achieved an improvement in NDCG. These
results show that APH can effectively improve prediction perfor-
mance by modeling the performance of items in aspects. Explicit
aspects describe the fine-grained preferences of users and explain
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Table 4: The performances of different recommendation
methods evaluated by NDCG@10. The best results are in
bold faces and the second-best results are underlined. * in-
dicates that the standard deviation of the results of the five
times is smaller than 0.001.
Dataset Music Office Toys Games Beauty Yelp
DCN 0.977 0.973 0.975 0.971 0.966 0.941
NARRE 0.978 0.976 0.981 0.968 0.971 0.957
CARL 0.980 0.978 0.978 0.969 0.966 0.943
DAML 0.982 0.978 0.979 0.979 0.967 0.958
DSRLN 0.781 0.974 0.977 0.979 0.967 0.948
MA-GNNs 0.979 0.973 0.975 0.966 0.965 0.933
RGNN 0.982 0.983 0.982 0.976 0.973 0.963
APH 0.988* 0.986* 0.983* 0.977* 0.974* 0.965*

the characteristics of the items that the user cares about. APHmod-
els fine-grained preferences from explicit aspect-sentiment pairs to
enhance prediction performance. To drop out subjective feelings in
user sentiments and identify the true relationships between items
and aspects, APH designs an aspect performance-aware aggrega-
tion layer that separates the user preferences from the sentiment.
Thus, APH effectively improves recommendation performance. In
the Toys dataset, RGNN performs a better MSE result than APH.
We observe that the most frequent aspects in the Toy dataset re-
flect the characteristics of the user, followed by the characteristics
of the item, which is different from other datasets. This situation
could amplify the variance of the prediction error. In summary,
APH models user preferences for aspects and the performance of
items in these aspects, enhancing recommendation performance.

5.4.2 Model performance on click-through rate prediction. For CTR
prediction, we use cross-entropy loss to train all models and add a
sigmoid layer as the activation function. The ratio of negative sam-
pling is 4, i.e., we sample 4 negative items from unobserved items
for each positive item. Other settings are the same as those for rat-
ing prediction.The numerical results on all the benchmark datasets
are displayed in Table 5. APH achieves the best results compared
with other baselines in six datasets. Compared to the base baseline,
APH achieves an average improvement 4.89% on Pre@5 and 1.60%
on Rec@5. For the CTR task, APH can more effectively distinguish
the difference between positive and negative items than baseline,
by learning the item’s performance in certain aspects. The design
of APH helps recommender systems recommend more accurately.

5.5 Ablation Study
To investigate the importance of each component of APH, we con-
sider the following variants of APH for experiments:
• APH(MAX/MEAN) dropouts the aspect performance-aware
aggregation layer and uses max/mean pooling instead.
• APH(-AF) dropouts the aspect fusion layer.
• APH(-FM) uses the dot function to predict ratings.

The experiment results are shown in Table 6. It determines that
the aspect performance-aware aggregation layer and the aspect
fusion layer positively impact performance. User sentiments con-
tain users’ subjective feelings and do not effectively describe the
relationships between different aspects of items. Therefore, APH
proposes an aspect performance-aware aggregation layer, which

Figure 3: Aspect distribution in the Yelp dataset, which is
similar to the other five datasets.

learns the performance of items in aspects from user sentiments.
We use themax andmean pooling layers instead of the aggregation
layer, leading the model to fail to determine the performances of
items on the aspects. Despite introducing the aspect performance-
aware aggregation layer effectively identifying the importance of
aspects in the hypergraph, achieving satisfactory results during
the prediction phase still relies on successfully matching user de-
mands with item performance. To learn more about the role of as-
pects in user-item interactions, we have designed the aspect fusion
layer that aggregates neighboring aspects of users/items to repre-
sent users and items. From the results, we can find that the aspect
fusion layer successfully aggregates aspects to represent users and
items and matches them for predictions. In a word, these two lay-
ers are important for our method.

5.6 Analysis of Extracted Aspect
Ourmethod aggregates explicit aspects to represent users and items
and fuses them to make predictions. The aspects are extracted by
an unsupervised method, discussed in section 4.1. In this subsec-
tion, we show the statistics of explicit aspects in Table 7. The num-
ber of aspects is smaller than that of items, and the number of
quadruples is bigger than that of ratings. These characteristics can
help to reduce the size of the parameter space. We also give the
distribution of aspects in Figure 3. Most distributions are long-tail
distributions. This paper focuses on the impact of aspects, so the
impact of distributions will be studied in the future. Top-10 explicit
aspects in various datasets give an overview of the quality of ex-
tracted aspects, which are shown in Table 8.We can see that the ex-
tracted aspects include some normal terms, like “quality”, “color”,
“price”, and some special terms like “amp”, “skin”, etc. It determines
that our method can effectively extract explicit aspects from re-
views. In some situations, our method faces trouble and regards
“son” and “daughter” as aspects that reduce model performance,
which leads our method to play the second performance in this
dataset.

5.7 Case study
In addition, we also conduct a case study to explore whether APH
learns the performance of items on an aspect. We randomly select
an item “𝐵0000538𝐴𝐶” from the Office dataset that has conflict-
ing sentiment polarities from different users. Figure 4 visualizes
related aspect quadruples, the subgraph of the item, the attention
scores of user sentiment polarities calculated by Equation 4, and
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Table 5: The performances of different recommendation methods evaluated by P@5 and R@5. The best results are in bold
faces and the second-best results are underlined. * and ‡ indicate that the Standard Deviation of the results of the five times is
smaller than 0.001 and 0.002, respectively.

Music Office Toys Games Beauty Yelp
Pre@5 Rec@5 Pre@5 Rec@5 Pre@5 Rec@5 Pre@5 Rec@5 Pre@5 Rec@5 Pre@5 Rec@5

DCN 0.2327 0.6818 0.2555 0.5953 0.2408 0.6228 0.2561 0.6355 0.2876 0.7024 0.3238 0.5985
NARRE 0.2502 0.6603 0.3265 0.7361 0.0105 0.0341 0.2053 0.4984 0.1545 0.4094 0.3976 0.5907
DAML 0.2515 0.7019 0.3158 0.6796 0.2517 0.6638 0.2598 0.6622 0.2227 0.5911 0.3861 0.6138
RGNN 0.2690 0.7453 0.3229 0.6967 0.2874 0.7599 0.2809 0.7164 0.2985 0.7387 0.3824 0.6592
DSRLN 0.2721 0.7518 0.3386 0.7386 0.2873 0.7503 0.2673 0.7131 0.3044 0.7642 0.4278 0.7248
APH 0.2730* 0.7566‡ 0.3461* 0.7433‡ 0.2985 * 0.7614* 0.3263* 0.7890* 0.3158* 0.7753* 0.4407* 0.6996*

Table 6: MSE results of ablation study.
Dataset Music Office Toys Games Beauty Yelp

APH(MAX) 0.7006 0.6951 0.7972 1.0879 1.1773 1.1913
APH(MEAN) 0.6933 0.7010 0.7918 1.0799 1.1820 1.1755
APH(-AF) 0.6873 0.7068 0.8040 1.0958 1.1899 1.1869
APH(-FM) 0.8173 0.7196 0.8228 1.1052 1.1999 1.1714

APH 0.6795 0.6884 0.7859 1.0829 1.1757 1.1467

Table 7: The statistics of explicit aspects in various datasets.
Dataset # Aspect #Quadruple
Music 601 38,898
Office 3,092 393,038
Toys 4,809 776,819
Games 11,656 2,439,534
Beauty 4,868 866,835
Yelp 43,904 20,857,681

Table 8: Top-10 explicit aspects in various datasets.
Music Office Toys Games Beauty Yelp
quality quality toy back hair place
guitar mark kid graphic product food
draw color part way scent service
good printer daughter thing skin staff
price product boy quality color restaurant
one price quality level have_hair selection
wheel part back point price price
thing paper one part have_skin portion
base thing fit work face experience
amp size thing control smell sauce

the final predictive rating. APH considers the item’s performance
of the “pact” aspect to be 0.2691, higher than the mean of the senti-
ment polarities(𝑁𝑒𝑔 = −1, 𝑃𝑜𝑠 = 1). When the aggregation aspects
represent an item, the aspect performance-aware hypergraph ag-
gregation layer calculates the performance of the item in aspects
based on the user’s sentiment polarities, making the aggregation
results more accurate.

6 CONCLUSION
Due to the performances of items on aspects being unavailable in
datasets, existing methods only consider user preferences in as-
pects reflected in the reviewswhen aggregating aspects, and do not
consider the actual performance of items in those aspects, leading
to suboptimal results. We argue that the performances can be ex-
tracted and learned from user reviews. To this end, this paper pro-
poses an aspect performance-aware hypergraph neural network

(a) Extracted aspect quadruples.

(b) The subgraph of the item. (c) Intermediate results of the model.

Figure 4: A case study.We show the extracted aspect quadru-
ples of an item “𝐵0000538𝐴𝐶” and an aspect “pack”; then we
build the subgraph; we also show the attention scores calcu-
lated by Equation (4), and the final predicted rating.

for recommender systems, which considers user preference for as-
pects and the performance of items in those aspects when calcu-
lating their importance. We extract aspect-sentiment pairs from
reviews and then construct an aspect-based hypergraph. Subse-
quently, we design a method that incorporates user preferences
in aspect sentiment pairs to aid in aggregating conflicting senti-
ment features and learn the item’s performance in each aspect.
An aspect fusion layer respectively combines aspects with users
and items, modeling the role that aspects play in the interaction
between users and items. Experiments on six real-world datasets
demonstrate that the predictions of APH significantly outperform
baselines. In future work, we plan to extract aspect categories to
enhance the connectivity of aspect graphs.
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A THE DETAILS OF ASPECT HYPERGRAPH
CONSTRUCTION

Although Section 4.1 is self-explanatory, we would like to explain
more about the AS-pair generation process in this section.

A.1 Rule-based extraction
The rule-based extraction method considers three dependency re-
lations3 sequentially used to extract candidate aspect-sentiment
pairs, including amod, nsubj+acomp, and dobj, shown in Table 9.

On the one hand, some nouns directly describe the properties
of items. They are considered potential aspects and are modified
by adjectives with two types of dependency relations, amod and
nsubj+acomp.The pairs of nouns and themodifying adjectives com-
pose the AS-pair candidates. For instance, in the sentenceAmazing
sound and quality, all in one headest, the adjective amazing and the
nouns sound compose a amod relationship. The nouns sound and
quality are two aspects of an item, and the user thinks these as-
pects of the item are amazing, which is a positive sentiment. Thus,
we extract adjectives as sentiment words and the related nouns as
aspects. Sometimes, users tend to comment an aspect with a com-
plete structure, such asQuality is superior and comfort is excellent ,
where quality is the subject and superior is the object. The depen-
dency relation nsubj+acomp is suitable for this situation. On the
other hand, the predicate and the object in a sentence describe the
function of items.Thus, the combinations of predicates and objects
are considered potential aspects by dobj dependency relation. In a
combination, the predicate is regarded as the sentiment as it is usu-
ally with users’ emotions and the whole combination is regarded
as the aspect. For example, in the sentence If you’re recording vo-
cals this will eliminate the pops, the verb eliminate and noun pops
construct a dobj relation. From this sentence, we know that the
mentioned device is used to filter pops, and the word eliminate in-
cludes the user’s emotions.

A.2 Filtering
To improve the quality of aspects, we merge synonyms and filter
out aspects that are low in frequency. After that, we judge the po-
larities from sentiment words.

• Synonyms merging. A user may use two words with similar
meanings for a particular method. Therefore, it is necessary
to merge words with the samemeaning. Merging synonyms
closes the relationship between users and items obtained
through aspect-sentiment pairs modeling and reduces the
learning complexity of subsequent models. We collect the
synonyms for each aspect and regard the most frequent syn-
onym as the new aspect.
• Low-frequently aspects filtering. Filtering by setting a thresh-
old can filter out part of the noise. In this paper, we set the
threshold 𝑐𝑡 = 10 to filter out the noise pairs.
• Sentiment polarity extraction. To simplify themodeling com-
plexity, we use a sentiment analysis tool to judge the sen-
timent polarity of sentiment words. Three kinds of positive

3We use spaCy(https://spacy.io/) to extract the syntactic relations between the words.

emotions, neutral emotions, and negative emotions were ex-
tracted from sentiment words 4.

B ADDITIONAL EXPERIMENTS
This section exhibits additional content regarding the experiments,
such as a detailed experimental setup, the instructions to repro-
duce the baselines and our model, supplemental experimental re-
sults, and another case study. We hope the critical content helps
readers gain deeper insight into the performance of the proposed
framework.

B.1 Baseline
We compare APH with three types of baselines. Traditional rating-
based methods include:
• PMF [28] is the probabilisticmatrix factorizationmodel, which
is a classical collaborative filtering-based rating prediction
method.
• SVD++ [17] is a classic matrix factorization method that ex-
ploits both the user’s explicit preferences on items and the
influences of the user’s historical items on the target item.

Review-based methods include:
• CDL [36] is a hierarchical Bayesian model that employs
SDAE for learning features from the content information
and collaborative filtering for modeling the rating behav-
iors.
• DeepCoNN (DCN) [42] contains two parallel networks, which
focus on modeling the user behaviors and learning the item
properties from the review data.
• NARRE [3] uses an attention mechanism to model the im-
portance of reviews and a neural regressionmodelwith review-
level explanations for rating prediction.
• CARL [38] is a context-aware representation learningmodel
for rating prediction, which uses convolution operation and
attention mechanism for review-based feature learning and
factorization machine for modeling high-order feature in-
teractions.
• DAML [21] employs CNN with local and mutual attention
mechanisms to learn the review features and improve the
interpretability of the recommendation model.
• NRCA [23] uses a review encoder to learn the review rep-
resentation and a user/item encoder with a personalized at-
tention mechanism to learn user/item representations from
reviews.
• DSRLN [25] extracts static and dynamic user interests by
stacking attention layers that deal with sequence features
and attention encoding layers that deal with of user-item
interaction.

Aspect-based methods include:
• ANR [6] is an aspect-based neural recommendation model
that learns aspect-based representations for the user and
item by an attention-basedmodule.Moreover, the co-attention
mechanism is applied to the user and item importance at the
aspect level.

4We use the Opinion Lexicon, which is available at https://www.cs.uic.edu/~lzhang3/
programs/OpinionLexicon.html.

https://spacy.io/
https://www.cs.uic.edu/~lzhang3/programs/OpinionLexicon.html
https://www.cs.uic.edu/~lzhang3/programs/OpinionLexicon.html
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Table 9: Using dependency to extract aspect-sentiment pairs.

No. Dependency Example

AF1

AF2

AF3

• MA-GNNs [41] predefines four aspects and constructs mul-
tiple aspect-aware user-item graphs, regarding the aspect-
based sentiment as the edge. As it is trained by pairwise
loss, we only compared it with NDCG.
• RGNN [26] builds a review graph for each userwhere nodes
are words and edges are word orders. It uses a type-aware
graph attention network to summarize graph information
and a personalized graph pooling operator to capture im-
portant aspects.

B.2 Parameter Sensitivity Study
This subsection explores the effect of learning rate, regularization
parameter, and embedding dimension.

B.2.1 The effect of learning rate and regularization parameter. We
perform experiments to evaluate the sensitivity of APH to its hy-
perparameters. Following RGNN, the learning rate 𝛾 is varied in
[0.0005, 0.001, 0.005], and the regularization parameter 𝜆 is varied
in [0.001, 0.01, 0.05, 0.1]. The experiment results are demonstrated
in Figure 5, which shows the impact of hyperparameters 𝛾 and 𝜆
on six datasets. We can see that APH likes a small regularization
parameter and a big learning rate. It achieves the best value on
most datasets while 𝛾 = 0.005 and 𝜆 = 0.001.

B.2.2 The effect of embedding dimension. Weperform experiments
to evaluate the sensitivity of APH to its hyperparameters. The di-
mension of the semantic space 𝑑1 and the hidden space of MLP
𝑑2, are varied in {4, 8, 16, 32, 48, 64, 128.} To reduce the computing
cost, when we verify the impact of 𝑑1, we set 𝑑2 = 8, and that
has the same setting for the verification of 𝑑2. Figure 6 shows the
MSE results on the Music dataset. We can see that APH achieves
the best performance when 𝑑1 = 8 and 𝑑2 = 8. On the other five
datasets, the MSE results show no significant difference in various
dimensions settings. In APH, users and items are represented not
only by their IDs’ embedding but also by aggregating their aspect-
sentiment graphs. Thus, APH has great power to represent users

(a) Music (b) Office

(c) Toys (d) Games

(e) Beauty (f) Yelp

Figure 5: Sparsity analysis of learning rate 𝛾 and the regular-
ization parameter 𝜆 on six datasets.
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Figure 6: MSE of APH with various dimensions on Music
dataset.

(a) Music (b) Office

(c) Toys (d) Games

(e) Beauty (f) Yelp

Figure 7: Aspect distribution in six datasets.

and items by little dimension. For more experiments, please refer
to the supplementary materials.

B.3 Results of extracted aspect
Ourmethod aggregates explicit aspects to represent users and items
and fuses them to make predictions. The aspects are extracted by
an unsupervised method, discussed in section A. The number of
aspects is smaller than that of items, and the number of quadru-
ples is bigger than that of ratings. We also give the distribution
of aspects in Figure 7. The aspect distributions of all datasets are
long-tail distributions.
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